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Abstract
This chapter introduces the rationale behind the volume and the 
main topics discussed in the various chapters. It surveys the dif-
ficulties surrounding the definition of hate speech and singles 
out the main issues that are relevant for its linguistic investiga-
tion: besides the lexical elements (slurs, insults, derogatory epi-
thets), more hidden pragmatic and grammatical strategies are 
also argued to characterise hate speech and aggressive language. 
In this respect, a rigorous evaluation of the contextual conditions 
by means of the tools provided by linguistics helps towards estab-
lishing a more precise identification of types of hate speech in 
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conversational dynamics (explicit and implicit hate speech, inten-
sity and degree of offensiveness, intentions, and effects). 

Keywords: hate speech, aggressive language, context-depend-
ency, implicit meaning, speaker intentions

1.1 Introduction
Language is a key element in the construction and reinforcement 
of social identities, and, as a consequence, also in the creation and 
diffusion of stereotypes, discrimination, and social injustices. The 
use of language to attack an individual or group based on attrib-
utes such as race, ethnicity, religion, gender, nationality, political 
ideology, disability, or sexual orientation constitutes the basis of 
what is now known as hate speech. Hate speech is certainly not a 
new phenomenon. However, it is only since the 2000s that contin-
uously evolving and fast-paced digital communication, combined 
with the amplifying function of social media, has made it a major 
topic of research in a variety of areas, including discourse analysis, 
psychology, sociology, philosophy of language, media, political, 
legal, and gender studies (see, among others, Leets 2002; Stern-
berg 2004; Van Blarcum 2005; Parekh 2006; Lillian 2007; Daniels 
2008; Maitra and McGowan 2009; Bleich 2011; Herz and Molnar 
2012; Waldron 2012; Foxman and Wolf 2013; Gagliardone et al. 
2015; Gelber and McNamara 2016; Brown 2017; Richardson 2018; 
Knoblock 2022; Ermida 2023a; Guillén-Nieto 2023). 

Social media channels have come to play an increasingly large 
role in our everyday lives and communication, creating novel dis-
cursive practices and technological affordances (see the recent 
overview in Esposito and KhosraviNik 2024). They provide a 
context in which people across the world can communicate, share 
knowledge, exchange messages, and interact with each other, 
irrespective of the distance and the social differences between 
them, thus allowing greater freedom of expression and empow-
ering individual voices. At the same time, however, social media 
channels also enable anti-social behaviour, cyberbullying, online 
aggression, and hate speech. These manifestations are intensified 



Words that matter  3

by the virtual nature of the interaction, which tends to remove 
socially imposed inhibitions, and can be particularly harmful 
because of the more persistent nature of the message, which is in 
written form and has the potential to reach a wide audience. 

In this new culture of communication, which has been adopted 
and adapted in other contexts such as politics and other forms of 
public speech, appeals to emotions and personal beliefs are impor-
tant persuasive devices. Verbal aggressions, offensive propaganda, 
and the construction of authority and subordination both in 
speech and in writing have become frequent features and instru-
ments of communication in multiple spheres of society.

In the research on hate speech, attention has been focused on 
two main aspects: i) the individuals or groups who have overtly 
or covertly been victims of aggression or discrimination through 
hate speech, and ii) the legal and ethical controversy around the 
boundaries between the right to freedom of speech and the use of 
hate speech. This volume contributes to the investigation of hate 
speech by adopting the methodological and theoretical tools of 
linguistics.1

The focus of this volume is on the use and perception of hate 
speech, which can be produced either by lexical means (e.g. insults, 
derogatory terms or epithets) or via more subtle grammatical and 
pragmatic strategies related to implicit meanings or atypical con-
versational dynamics. The aim of this investigation is to identify 
the common linguistic characteristics and features of hate speech 
in different domains of communication and to establish a set of 

1	 The contributions in this volume stem from the work and collabora-
tion of a research network sponsored and funded by Una Europa, an 
alliance of European universities (UNA Europa seed-funding scheme, 
funding number: SF2019003). This network brought together academic 
researchers to investigate the topic of hate speech in Italian within a 
project entitled ‘A Linguistic Investigation of Hate Speech (ALIHAS): 
How to Identify It and How to Avoid It’. The preliminary results were 
presented in a digital workshop organised by the University of Helsinki 
on 17 May 2021. The papers were later developed and presented in a 
second workshop that took place at the University of Bologna on 12 
November 2021. 



4  An Investigation of Hate Speech in Italian

criteria that can help distinguish between hate speech and freedom 
of expression. The studies collected in this volume all focus on 
Italian, with the aim of collecting data and drawing generalisations 
starting from relatively homogeneous conditions and allowing for 
immediate comparability. However, the analyses, methodologies, 
and findings of the individual chapters can easily be extended to 
other languages for comparative and contrastive purposes.

The emphasis is on the linguistic strategies and tools that are 
typically employed for hate purposes, and on the context and the 
communication situation that foster hate speech. The investiga-
tion is not limited to the more obvious and easier to recognise 
lexical elements of aggressive language and hate speech (e.g. 
slurs, derogatory epithets, metaphorical offences and insults; see 
Faloppa 2004, 2012; Croom 2013; Bianchi 2014, 2015; Capone 
2014; Bolinger 2017; Cepollaro 2015, 2017; Retta 2023); the use 
of more hidden pragmatic and grammatical strategies, and the 
concomitant properties of the contexts in which hate speech pro-
liferates will also be explored. Most of the studies contained in 
this collection address hate speech on social media, exploiting the 
potential of these communication channels as an invaluable source 
of linguistic data that would otherwise be difficult to collect and 
analyse in a systematic way. The focus on social media, however, 
should not obscure the fact that online discourse is inextricably 
connected to the offline settings in which hate speech and aggres-
sive language emerge as a product of the same social context.

1.2 Definition and identification 
The first problem to be addressed in an investigation of hate 
speech is how to define it. Hate speech is a concept that is intui-
tively easy to grasp but difficult to rigorously define. Indeed, its 
definition both as a scientific and as a legal notion raises many 
complex questions ranging across several disciplines: what is hate 
speech? Who is the target of hate speech? What are the boundaries 
between hate speech and freedom of speech? (See, among many 
others, Assimakopoulos 2020; Baider, Millar, and Assimakopoulos 
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2020; Faloppa 2020: Ch. 1; Anderson and Barnes 2022; Ermida 
2023a, Määttä 2023).

The need for a precise and binding definition of hate speech 
is felt particularly strongly by legislative institutions and interna-
tional organisations looking to recommend specific measures or 
legislations against hate speech. In 1997 the European Council 
provided the governments of its member states with a set of prin-
ciples and recommendations to combat hate speech, arriving at 
the following definition: 

the term ‘hate speech’ shall be understood as covering all forms 
of expression which spread, incite, promote or justify racial 
hatred, xenophobia, anti-Semitism or other forms of hatred 
based on intolerance, including: intolerance expressed by aggres-
sive nationalism and ethnocentrism, discrimination and hostil-
ity against minorities, migrants and people of immigrant origin. 
(Council of Europe 1997)

This definition makes reference to the purposes and targets of 
hate speech but remains quite open in its scope of application, 
using the verb ‘including’ before the list of potential cases of hate 
speech. Moreover, it puts a strong emphasis on hate speech moti-
vated by racism and xenophobia. In this respect, the concise defi-
nition provided by the United Nations is at the same time more 
precise and more comprehensive: 

the term hate speech is understood as any kind of communication 
in speech, writing or behaviour, that attacks or uses pejorative or 
discriminatory language with reference to a person or a group on 
the basis of who they are, in other words, based on their religion, 
ethnicity, nationality, race, colour, descent, gender or other iden-
tity factor. This is often rooted in, and generates intolerance and 
hatred and, in certain contexts, can be demeaning and divisive. 
(United Nations 2019)

This definition identifies both the operational means of hate 
speech and its targets—that is, it clarifies the type of speech (‘any 
kind of communication in speech, writing or behaviour, that 
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attacks or uses pejorative or discriminatory language’) and the 
type of target (‘a person or a group on the basis of their religion, 
ethnicity, nationality, race, colour, descent, gender or other iden-
tity factor’), expanding the scope to include all factors that con-
tribute to personal or group identity, which can be targeted in a 
discriminatory way. According to this definition, hate speech is 
therefore not limited to extreme verbal aggressions characterised 
by abusive and offensive language (see Section 1.3 of this chapter), 
but includes all forms of communication that lead to discrimina-
tion or contempt. 

Bianchi (2021) reaches a similar definition from the perspec-
tive of philosophy of language:

quelle espressioni e quelle frasi che comunicano derisione, 
disprezzo e ostilità verso gruppi sociali, e verso individui in virtù 
della loro mera appartenenza a un certo gruppo; le categorie 
che sono bersaglio o target dei discorsi d’odio vengono anche in 
questo caso identificate sulla base di caratteristiche sociali (reali 
o percepite) come etnia, nazionalità, religione, genere, orienta-
mento sessuale (dis)abilità, e così via. (Bianchi 2021: 5)

(those expressions and sentences that communicate ridicule, 
contempt and hostility towards social groups, and towards indi-
viduals simply because they belong to a certain group; in this case 
too, the categories that are the target of hatred discourse are iden-
tified on the basis of social characteristics (real or perceived) like 
ethnicity, nationality, religion, gender, sexual orientation, (dis)
ability, and so on.)2

Two important aspects emerge from this definition. First, there 
can be different degrees of intensity of hate speech, building a 
spectrum from ridicule to outright hostility, with different conse-
quences for the communication dynamics and for the legal sanc-
tioning of discourses of hatred (see Section 1.3 below for exam-
ples of implicit and covert forms of hate speech). Secondly, the 

2	 Our translation.
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characteristics upon which discrimination is built can have an 
objective counterpart in reality, or can be represented by perceived 
social constructs. Moreover, it is clear from the typical social char-
acteristics involved in producing hate speech that discriminatory 
discourses often capitalise on intersectionality—that is, the inter-
twining and overlapping of dimensions of identity. 

From the definitions above, we clearly see that offensive com-
munication can only be considered as hate speech if it is directed at 
groups or single individuals (usually as representatives of a group) 
and does not include verbal attacks on political institutions, pub-
lic offices, or leaders. In fact, the target of hate speech is typically 
understood as a minority group—or an individual taken as rep-
resentative of a minority group—which has been subject to per-
secution and discrimination. For instance, if a politician verbally 
attacks another politician with excessive and offensive language, 
this can hardly be viewed as hate speech because it does not give 
rise to the creation and diffusion of stereotypes, discrimination, 
and social prejudices against a (minority) group. From the leg-
islative viewpoint, possible offences in political debate are regu-
lated by specific laws against insults and defamation, which relate 
solely to the individual. By contrast, if a politician directs violent 
or offensive language towards a person or a group, for instance on 
the basis of their nationality (as immigrants) or religion, this does 
count as hate speech, because it reinforces stereotypes and incites 
or justifies discrimination.

On the basis of these considerations, we distinguish hate 
speech from more general aggressive language—that is, offensive, 
violent, and excessive language which is not directed at the groups 
or single individuals who can often be the targets of hate speech. 
The two notions are nevertheless not unrelated: since aggressive 
language can easily turn to hate speech as soon as the target of 
the abusive communication changes, understanding the linguistic 
properties of aggressive language may be pivotal to the study of 
hate speech (on this distinction, see also Ermida 2023b). 

It is important to note, moreover, that the definitions provided 
by the European Council and the United Nations do not have 



8  An Investigation of Hate Speech in Italian

legal validity, insofar as they do not include strict guidelines for 
distinguishing hate speech from free speech. This issue is particu-
larly relevant to legislators who can only promulgate and apply 
laws against hate speech if it is defined as a coherent and clearly 
demarcated concept. In fact, since the perception and the charac-
teristics of the groups listed in definitions such as that provided by 
the United Nations can be historically and culturally conditioned, 
it is not surprising that the laws regarding hate speech, when they 
exist, vary significantly across countries (Fish 1994; Butler 1997; 
Perry 2001; Brown 2017; Määttä 2020). 

Another argument that is often brought up as an obstacle to the 
definition of hate speech and to its study as a coherent concept is 
the role of context. We know that the interpretation of linguistic 
expressions depends on the context; for some scholars, therefore, 
hate speech should also be examined in the light of the contextual 
conditions that characterise the situation of communication, such 
as the (offensive vs non-offensive) intentions of the speaker, the 
relationship between the interlocutors, and the use of sarcasm. 
According to these scholars, in the presence of certain conditions 
the context would not make an utterance hate speech. Because of 
these complexities, several scholars have even rejected the idea 
that hate speech constitutes a coherent concept that can be inves-
tigated as such (see Boromisza-Habashi 2021). 

In approaching the aims of the research project presented in 
this volume, we acknowledge the difficulties in establishing an 
unambiguous and universal definition of hate speech, both in 
theoretical and in applied terms; at the same time, we would like 
to emphasise two undeniable aspects of hate speech that call for 
an improved understanding of its linguistic determinants. 

First of all, although hate speech is also difficult to define a pri-
ori from a linguistic viewpoint, the identification and perception 
of hate speech is much easier. As speakers of a language, we have 
clear intuitions regarding the presence of hate speech in verbal—
or even non-verbal—communication, and we are also able to per-
ceive different levels of intensity. From a scientific viewpoint, and 
independently of reaching a precise definition, the investigation 
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of hate speech is therefore crucial in understanding where such 
speech comes from, how it is generated, what its triggers are, and 
what contributes to its intensity. 

Secondly, hate speech can be investigated independently of 
the context, on the basis of its content and its intrinsic properties. 
However, even if we admit that hate speech is strongly context-
dependent, this should not be used as a reason to reject the sys-
tematic study of hate speech. On the contrary, linguists have the 
theoretical means to analyse and examine the contextual domain 
in which hate speech is produced, distinguishing between trig-
gering and concomitant features, and between descriptive and 
performative functions of language (see, e.g., Bianchi 2018, 2021), 
and identifying the environments that legitimate the use of cer-
tain slurs, as in the case of metalinguistic uses or reappropriation 
(see Galinsky et al. 2003 and Brontsema 2004 on the reappropria-
tion of terms such as ‘bitch’ and ‘queer’; see also chapters 2 and 6 
in this volume). In sum, the contextual variability of hate speech 
can also be subject to a principled account, allowing for a more 
nuanced understanding, with important empirical consequences.

The goal of the chapters in this volume is to contribute to the 
establishment of reliable criteria for the identification of the com-
mon linguistic characteristics of hate speech in different contexts 
of communication. In turn, this could be seen as a first essential 
step towards the far more complex issue of a scientific definition 
of hate speech and its practical application at the level of regula-
tion and legislation. 

1.3 Explicit and implicit hate speech
From a linguistic perspective it is generally recognised that there 
are two forms of hate speech (Gao, Kuppersmith, and Huang 2017; 
Caselli et al. 2020; Faloppa 2020; Brambilla and Crestani 2021): 
explicit and implicit. The explicit manifestations of hate speech 
are easier to identify, in that they are typically represented by lexi-
cal expressions that contain insults, derogative terms or epithets, 
threats, or overt references to stereotypes. With these words we 
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can offend, insult, discriminate, and impose our purported supe-
riority or authority. The intensity of the offensiveness associated 
with these lexical items or expressions is commonly recognised 
and can also be measured (see chapters 4 and 5 in this volume). 

However, stereotypes, prejudices, discrimination, intolerance, 
and hatred more generally can also be reinforced implicitly, in more 
subtle and hidden ways (see Ben-David and Fernández 2016; Bhat 
and Klein 2020; also Baider 2019, 2023, where the term ‘covert hate 
speech’ is used). These implicit manifestations of hate speech are 
more complex and difficult to detect and to investigate, in particu-
lar for natural language processing, which is an important regu-
latory resource used by social media (see Schmidt and Wiegand 
2017; Fortuna and Nunes 2018; Chapter 5 in this volume). 

If I utter ‘You fucking faggot!’, I am using a lexical device to 
attack, explicitly and directly, a specific target. I might argue that 
I was just joking or that my intention was just mockery or some 
kind of irony. This argument built on non-offensive intentions, 
however, cannot be used as an excuse or as an attempt to nor-
malise hate speech. Words have their effect independently of what 
the speakers claim about their intentions: words can abuse others 
by ridiculing, hurting, and humiliating them, and are therefore 
powerful tools of oppression and aggression. Indeed, by uttering 
the sentence above, I am not simply expressing my opinion or 
an evaluation, I am producing a speech act that conveys offence, 
aggression, and denigration, not only towards an individual but 
also towards a group of people who can be identified on the basis 
of a specific sexual identity or orientation.3 

3	 On the context of the utterance as an essential element to understand the 
illocutionary dimension of the speech act, see Meza, Vincze, and Mogoş 
(2018), Baider (2020) and Culpeper (2021). On sarcasm and humour as 
forms of implicit or covert hate speech, see Bansal et al. (2020), Frenda 
et al. (2022). Note that, in this introductory chapter, we roughly use 
the term ‘implicit hate speech’ as a synonym of ‘covert hate speech’, but 
implicit hate speech could in fact be understood as limited to the sub-
type of covert hate speech that is associated with implicit meanings such 
as presuppositions and implicatures (see Chapter 7 in this volume).
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But what happens if I use demeaning and divisive commu-
nication while carefully avoiding slurs or derogatory terms (for 
instance, in order not to incur sanctions)? An example could be 
political slogans that refer to nations or nationality such as ‘Britain 
first!’ or ‘Prima gli italiani!’ (Italians first). In fact, when uttering 
such expressions, superficially I am not attacking or insulting any-
body. In reality, however, these are still messages of hate, which 
incite intolerance and prejudice towards other social groups by 
distinguishing and contrasting groups on the basis of national-
ity. Even though the social groups who are discriminated against 
are not explicitly mentioned, their identity can be gathered from 
the context, in the same way as it can be inferred that these other 
groups are to be placed in a position of subordination or inferior-
ity with respect to the group that is prominently singled out in the 
slogan.

Implicit hate speech can be associated with various speech acts, 
beyond insults, and with a range of implicit meanings, such as 
presuppositions and implicatures, which may contribute to the 
construction or reinforcement of stereotypes (see Lombardi Val-
lauri 2019a, 2019b; see also Chapter 7 in this volume). The discus-
sion of political slogans like ‘Britain first!’ has already provided an 
example of the use of items that trigger often unwarranted presup-
positions, such as the existence of a ranking: the use of ‘first’ pre-
supposes that there is going to be a second, third, and so on—that 
is, a hierarchy of social groups is necessarily superimposed in the 
interpretation.

As for implicatures, consider the examples in (1):

(1)	 a. Some Italians pay taxes. 

	 b. Finns are honest, but Italians cook well. 

Both examples are cases in which, in normal communication, the 
interpretation of the utterance is crucially enriched by implicit 
meaning, which is triggered in a very systematic way. In (1a) the 
use of the quantifier ‘some’ triggers an implicit comparison with 
a stronger quantifier, ‘all’, which the speaker could have used but 
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chose not to. From this scale of strength among possible alterna-
tives of expression, the hearer will extract the non-literal mean-
ing that not all Italians pay taxes. Note that, strictly logically, the 
utterance in (1a) is compatible with a scenario in which all Italians 
pay taxes, and does not deny it explicitly. However, well-studied 
mechanisms of human communication lead the hearer to inter-
pret (1a) by enriching its literal meaning with a so-called scalar 
implicature (‘if some, then not all’), with the effect of contributing 
to the stereotype that many Italians are tax evaders. This mecha-
nism thus has the potential to generate implicit offensive speech.

Similarly, the conventional implicature evoked by the contras-
tive connective ‘but’ in (1b) conveys the implicit meaning that 
the opposite of what is predicated of one nationality holds for the 
other, although this is not stated literally. Finns and Italians are 
compared and a different quality is attributed to each nationality; 
the fact that a contrast is established by means of ‘but’ generates 
the implicit meaning that it cannot be said that Italian are honest, 
hence they are not, and it cannot be said that Finns cook well, 
hence they do not.

While the implicit meaning generated by conversational 
dynamics does not go beyond reinforcing and propagating ste-
reotypes in the examples in (1), the effects of these strategies, in 
the appropriate context, can lead to hate speech proper. Consider: 

(2)	 Calano fatturato e Pil ma aumentano i gay.

	 ‘Sales volume and GDP go down but the number of gays 
increases.’

The sentence in (2) is the headline of a front-page article published 
on 23 January 2019 in the right-wing Italian newspaper Libero. 
The headline brings together Italian economic trends in sales and 
gross domestic product, and the number of people who identify 
as gay. At first sight, the two facts strike the reader as completely 
unrelated. However, similarly to (1b), the contrastive connective 
ma (but), by contrasting the two facts, establishes a connection: it 
suggests that there is a relationship between the two trends, but 
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leaves it to the reader to figure out what that relationship is. The 
only way to make sense of the contrast in (2) is to extract from the 
two conjuncts a value judgement: the decrease in the economic 
trends is bad; ‘but’ leads to the expectation that the contrasted fact 
is, instead, good. This, in turn, forces the reader to recognise irony 
in the message: clearly, the author does not see the increase in the 
numbers of gay people as a positive thing that can counterbalance 
the negative trend. In fact, the opposite is true: what the author 
wants to imply is that it is a further sign of a decaying society. This 
means that not only is the result a message of hate, but the author 
of that message can hide behind its implicit nature, which emerges 
only because of the reader’s pragmatic inferences. 

The construction of stereotypes or other forms of generalised 
prejudices can also be expressed through various grammatical 
means used for referential purposes: for instance, the contrastive 
use of personal pronouns (‘we Italians’, ‘you immigrants’), or the 
use of generic pronouns to refer to an unspecified group (or sub-
group) of individuals (e.g. ‘they are lazy and never work’), or the 
derogative use of demonstratives (‘this immigrant’, ‘these people’) 
(see Fumagalli 2019; Chapter 8 in this volume). The following is 
an example from a Facebook post, discussed in Fumagalli (2019, 
66), where repeated reference is made to loro (they) in opposition 
to noi (we) in the context of racist comments: 

(3)	 Ma quale odio razziale … l’odio razziale è da parte loro 
verso noi. Sono loro che rifiutano i nostri usi e costumi. 
Sono loro che rifiutano di integrarsi. Sono ancora loro 
che pretendono, pretendono, pretendono, senza un 
minimo di riconoscenza.

	 ‘What racial hate … racial hate is by them towards us. 
It is they who reject our customs and traditions. It is 
they who reject integration. It is yet they who demand, 
demand, demand, without any gratitude whatsoever.’

The construction of authority and subordination (see Bianchi 
2017; Langton 2018) may also arise from linguistic devices such as 
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the use of prohibition and obligation modals (e.g. ‘foreigners must/
cannot…’), the exclusive adverb ‘only’ (e.g. ‘only Italians can…’), 
inclusive pronouns to refer to unspecified groups or parties (e.g. 
‘we all know this’, ‘we must act now’), high-degree/-intensity 
adverbs and adjectives (e.g. ‘entire(ly)’, ‘total(ly)’, ‘absolute(ly)’), 
and evidential and epistemic adverbs and adjectives (e.g. 
‘evident(ly)’, ‘obvious(ly)’, ‘undoubted(ly)’, ‘undisputed(ly)’). All 
these authoritative strategies have the power to legitimise beliefs 
and behaviours and to influence perception of reality.4 

The use of tools that express an opinion or an evaluation in a 
parenthetical form are also relevant here. These ‘asides’ are appar-
ently not at the centre of the communicative exchange, but this 
is precisely why they are particularly insidious since they tend to 
be more passively accepted by the hearer together with the main 
core of the message (see Lombardi Vallauri 2000). This is true, for 
instance, of evaluative adverbs and adverbials (e.g. ‘fortunately’, 
‘unfortunately’, ‘unluckily’, ‘regrettably’; for instance, ‘Regretta-
bly, many [of a particular minority group] live in this neighbour-
hood’) and of special evaluative constructions with comparatives 
(e.g. Lei è più bella che intelligente, ‘She’s more beautiful than intel-
ligent’: apparently a compliment, which becomes an offence when 
addressed to someone who is not characterised by outstanding 
beauty).

In terms of intensity and degree of offensiveness, implicit hate 
speech is certainly weaker than explicit hate speech. Consider the 
examples in (1), for instance, particularly compared to ethnic slurs 
or offensive terms related to gender or sexual orientation. Many 
of us would agree that the statements in (1), especially (1b), can 
be considered only slightly offensive. However, the role of con-
text is fundamental: if sentences similar to (1a) were uttered in 
a context (say, a country) in which Italians constituted an immi-
grant minority that has historically been attacked and accused of 

4	 See also the contributions collected in Knoblock (2022) for the exploita-
tion of morphosyntactic features, such as word formation strategies, to 
convey offensive messages.
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criminal practices and behaviour, they could have stronger reper-
cussions on the audience, even more so if uttered by a public per-
son with some sort of authority. 

Because of its intrinsic nature as a hidden message, implicit 
hate speech can also be subject to different interpretations and 
perceptions. It would therefore be difficult, if not totally impos-
sible, to subject it to national or international regulations—this 
might not even be a desideratum from a legislative viewpoint. 
However, it is precisely because of its invisible and disguised char-
acter that implicit hate speech is employed and exploited in prop-
aganda and with persuasive purposes, both in mass media and 
in political debate. Since the addressees of these messages very 
often process and accept the implicit meanings automatically and 
unconsciously, these communicative expedients have the power 
to justify and legitimise beliefs and behaviours and to influence 
our perception of reality. A linguistic analysis of both the explicit 
and implicit strategies involved in hatred discourse can therefore 
help us to identify hate speech in all its manifestations, including 
its most subtle and hidden forms and expressions.

The concepts of explicit and implicit hate speech come very 
close to, but are not interchangeable with, the notion of hard and 
soft hate speech, as applied for instance in Baider, Assimakopou-
los, and Millar (2017) (see also Assimakopoulos 2020). Under hard 
hate speech we find all those manifestations that are prosecutable 
by law because they explicitly incite discriminatory hatred. Soft 
hate speech, instead, is not prosecutable in legal terms, because 
it does not explicitly manifest incitement to hatred, although it 
expresses prejudice and intolerance, and, as such, is capable of 
considerable harmful impact. Here, implicitness and explicitness 
refer to the intention to incite hatred, and are therefore tied to a 
differential legal treatment. In our linguistically minded investi-
gation, instead, implicitness and explicitness refer to the linguistic 
means that are adopted in conveying discriminatory messages. 
This linguistic notion of explicitness and implicitness can also 
more generally be applied to aggressive language, and is not uni-
vocally linked to a differential legal status. For instance, there can 
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be cases of implicit hate speech that qualify as hard hate speech 
under the above definition: imagine a situation in which a term 
like ‘daisy’ assumes a derogatory meaning in the discourse of an 
in-group (see further Section 1.4); in such a situation, an utter-
ance like ‘We must eradicate the daisies’ becomes an explicit 
incitement to violence against a whole group, although the target 
of hatred will only be recognisable within the in-group. The lin-
guistic means are implicit, but within the in-group the intention 
to incite hatred is explicit. 

1.4 Haters and hated, intentions and effects
Since Paul Grice’s ([1975] 1989) distinction between two levels 
of meaning—what is said and what is meant—speaker intentions 
have been assumed to play an essential role in the interpretation of 
a linguistic utterance. Indeed, the pragmatic level of what is meant 
involves aspects of meaning that are drawn from the context in 
which the utterance occurred, so the process of interpretation that 
leads from what is said to what is meant can be viewed as an infer-
ential process that is based on principled, pragmatic mechanisms, 
and that also relies on reasoning about speaker intentions. 

In the debate on the boundaries between hate speech and free-
dom of speech, context-dependency—and especially, speaker 
intentions—are often put forward as a reason to deny the exist-
ence of hate speech in particular situations. Comedians may jus-
tify potentially offensive expressions as irony, in the same way 
as politicians may sanction the use of historically and culturally 
loaded words as a way to demonstrate their aversion towards 
the silencing that is allegedly imposed by the censorship of the 
politically correct or their rights to freely express their opinion and 
judgements. They may simply claim that they have no intention of 
verbally attacking or offending any group or individual, so there 
is no hate speech. According to this view, hate speech is a slippery 
concept that depends on the context, so potentially offensive hate 
expressions change their meaning and their impact depending on 
who uses them and how they are used.
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On the one hand, it is true that insults and other derogatory 
terms are context-dependent. One example of this is the reap-
propriation of slurs through which a group reclaims words that 
have been used in an offensive and discriminatory way against 
that group (see chapters 2 and 6 in this volume and references 
therein). Another interesting case is represented by so-called dog-
whistles—that is, apparently neutral terms (e.g. ‘inner-city’) that 
assume an ideologically loaded interpretation for an in-group (in 
the case of ‘inner-city’, the stereotypical, negatively connotated 
reference to African American neighbourhoods; see Henderson 
and McCready 2019). On the other hand, the effects of a word or 
a linguistic expression are not entirely tied to the speaker’s inten-
tions. Independently of the claimed intentions and of the appeal to 
free speech, in choosing to use a slur instead of a neutral equiva-
lent, the speakers signal—even unconsciously—that they endorse 
the term, its connotations, and its associations. It might be a joke 
for the speaker, but it will still vilify the target. Indeed, it has long 
been acknowledged that language has a performative function that 
may be independent from speaker intentions: it does not simply 
describe the world but is also able to effect changes in the world.

The distinction between constative language, which describes 
the world and can be evaluated in terms of true or false statements, 
and performative language, which does things with words, was first 
described by the philosopher John L. Austin (1962). For Austin, 
the performative function of language includes speech acts such as 
swearing, promising, betting, and officiating a wedding ceremony. 
Performative language is not completely independent of the con-
text and the situation of the utterance; indeed, Austin identifies 
a number of felicity conditions that must be met in order for an 
utterance to be used performatively. However, the effects and con-
sequences that a word or an utterance can have on the interlocutor 
or on a listener—the so-called perlocutive effects— may or may 
not coincide with the intentions of the speaker: ‘Saying something 
will often, or even normally, produce certain consequential effects 
upon the feelings, thoughts, or actions of the audience, or of the 
speaker, or of other persons: and it may be done with the design, 
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intention, or purpose of producing them’ (Austin 1962: 101). But, as 
implied in this quotation (‘often’, ‘normally’), it may also be done 
without that design, intention, or purpose. 

Performativity of language and its perlocutive effects have 
clearly played a prominent role in the scholarly debates on the 
pragmatic and social functions of languages (see Culpeper 2021 
and references therein). Language is not only the mirror of soci-
ety in its descriptive function, reflecting hierarchies, social injus-
tices, conflicts, discriminations, classifications, and divisions; in 
its performative power, it is also able to generate and transform 
social identities, connections, and practices by creating, reinforc-
ing, or removing classifications, hierarchies, and conflicts. In this 
sense, language performativity plays a key role in the construction 
of human and social identities, such as gender (Butler 1990, 1993, 
1997; Bianchi 2021; Chapter 2 in this volume).

1.5 The volume and its structure 
This volume undertakes an investigation of hate speech that tack-
les the linguistic strategies adopted by speakers when they employ 
language as a means of aggression. The authors apply established 
methods of data collection and analysis to a novel body of evi-
dence, specifically collected for their studies, primarily from social 
media and other forms of public speech, with the aim of identify-
ing the common linguistic characteristics of aggressive language 
and hate speech in different domains of communication. Most of 
the chapters deal directly with hate speech, while some address 
issues related to aggressive language, either with respect to their 
differing offensive potential (e.g. Chapter 3, which analyses dif-
ferent types of insults) or in comparison with hate speech (e.g. 
Chapter 9, which examines the contextual conditions that favour 
the emergence of excessive language and hate speech).5

5	 On the distinction between aggressive language and hate speech, see 
Section 1.2. 
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The focus on Italian as an empirical testbed by our interna-
tional group of authors offers both practical and methodologi-
cal advantages in terms of comparability of data from different 
domains of communication and of cohesion in the research ques-
tions addressed by the various chapters. The resulting picture 
will pave the way for future research on other languages, with the 
aim of identifying cross-linguistic and language-specific strate-
gies and constructions. Although our investigation has a primar-
ily linguistic perspective, the authors contribute their expertise 
and strengths in different linguistic areas to arrive at a multifac-
eted and interdisciplinary approach, with insights from language 
variation, dialectology, language and migration, multilingualism, 
semiotics, language education, bilingualism, language develop-
ment and cognition, and computational linguistics. Observations 
from or about other disciplines are also often present, especially 
philosophy of language, political studies, and sociology. 

The volume is divided into two parts, preceded by this intro-
ductory chapter written by the editors and by an invited position 
paper in Chapter 2, ‘Call me by my name: hate speech and iden-
tity’, written by Claudia Bianchi, a leading figure in the interna-
tional debate on hate speech at the crossroads between linguistics 
and philosophy of language. The first of the two main parts of the 
book concerns the interaction of lexical strategies and context in 
hate speech, while the second part enlarges the scope by including 
grammatical and pragmatic analyses. Because of the fluidity and 
interconnectedness of the themes discussed, however, this cate-
gorisation and subdivision of the chapters should not be under-
stood in a rigid way. Indeed, some chapters within each part often 
overlap in their examination of lexical, contextual, and pragmatic 
strategies, blurring the delineation between sections.

Three contributions in the first part discuss data from social 
media in two particularly polarising domains: political debate 
and homotransphobic discourse. Chapter  3 by Borreguero 
Zuloaga focuses on contextual insults, which require more than 
lexical items to be performed and rely on the relevance of cul-
tural knowledge and stereotypes. Meanwhile, Chapter 4 by Safina 
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and Chapter 5 by De Pascale, Cavirani, and Marzo present data 
from different social media that show the mechanisms by which 
homotransphobia emerges from lexical and discursive tools, iden-
tifying clusters of meanings that, although not necessarily con-
nected to sexual aspects, contribute to the propagation of linguis-
tic aggressions in this domain. A fourth contribution, Chapter 6 
by Zingaretti, Garraffa, and Sorace, addresses the dimension of 
bilingualism in connection with the perception of hate speech, in 
particular with respect to slur appropriation, by employing a spe-
cifically designed questionnaire. 

The second part begins with Chapter 7 by Retta, which takes 
advantage of the new discourse context provided by the COVID-
19 pandemic to analyse the emergence of xenophobic and rac-
ist discourse in social media, identifying specific argumentative 
strategies. The study by Paleta and Dyda (Chapter 8) focuses on 
linguistic aggressions performed by lexical and pragmatic means, 
especially pronouns, in a Facebook group comprising expatriates. 
The last chapter in this part, Chapter 9 by Bianchi and Cruschina, 
investigates the use of questions in online political debate, show-
ing how they can help to distinguish between cooperative and 
non-cooperative contexts.
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